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A high-order open boundary for transient diffusion in a semi-infinite homogeneous layer is
developed. The method of separation of variables is used to derive a relationship between
the modal function and the flux at the near field/far field boundary in the Fourier domain.
The resulting equation in terms of the modal impedance coefficient is solved by expanding
the latter into a doubly asymptotic series of continued fractions. As a result, the open
boundary condition in the Fourier domain is represented by a system of algebraic equa-
tions in terms of

ffiffiffiffiffiffi
ix
p

. This corresponds to a system of fractional differential equations of
degree a = 0.5 in the time-domain. This temporally global formulation is transformed into
a local description by introducing internal variables. The resulting local high-order open
boundary condition is highly accurate, as is demonstrated by a number of heat transfer
examples. A significant gain in accuracy is obtained in comparison with existing singly-
asymptotic formulations at no additional computational cost.

� 2010 Elsevier Inc. All rights reserved.
1. Introduction

The computational modelling of transient diffusion problems is required in a number of engineering and physics appli-
cations, including heat transfer, mass transport, option pricing or diffuse optical imaging. Special attention has to be paid if
the diffusion process occurs in a very large domain, which can be assumed as unbounded. Most of the existing literature on
modelling diffusion in unbounded domains can be classified as either a boundary integral approach [1–7] or application of a
domain discretization method such as the finite-element method [8–11] or finite difference method [12–14]. Since in the
former case the computational cost can become prohibitively expensive with increasing problem size, recent research efforts
have been devoted to the development of fast methods [15,16].

If the finite-element method or finite difference method is used to model diffusion, the computational domain is trun-
cated by an artificial boundary. Here, appropriate boundary conditions are required to accurately model the effect of diffu-
sion into the unbounded medium. Extensive literature on such boundary conditions exists, which is reflected in several
review articles such as [17–19]. Ref. [17] is closely related to this paper, since it is devoted to the Schrödinger equation, a
basic equation in quantum mechanics, which is (formally) similar to the diffusion equation. Recent developments on bound-
ary conditions for Schrödinger-type equations can be found in Refs. [20,14,21,22], for example. Refs. [18,19] are more gen-
eral, but also address diffusion in unbounded domains.

Boundary conditions that behave identically to the unbounded domain truncated by the artificial boundary are referred to
as ‘exact boundary conditions’. Formulations which yield approximations of the original solution are known as ‘absorbing
. All rights reserved.
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boundary conditions’ (ABC’s). In general, exact boundary conditions are highly accurate but global with respect to time and
space and thus computationally expensive. Exact boundary conditions for the diffusion equation have been derived and
tested for some special situations, such as for the heat equation in one and two-dimensions [8,12], and for the one-dimen-
sional heat equation on a semi-infinite line, in a region bounded by a circular cylinder and in a region bounded by a sphere
[9,13]. As mentioned above, local absorbing boundary conditions are desirable for time-domain calculations. Examples of
ABC’s for diffusion and their applications can be found in [10,11,23,24]

Alternative approaches for diffusion problems include the thin-layer method [25] or the scaled boundary finite-element
method [26]. Both techniques are semi-analytical and based on a discretization of the governing equations in the direction of
layering or in the circumferential directions, respectively. The solution in the radial direction is expressed analytically. Both
the thin-layer method and the scaled boundary finite-element method have originally been formulated in the Fourier do-
main. In Ref. [26], a direct time-domain formulation for transient diffusion is obtained by expanding the stiffness matrix cal-
culated with the scaled boundary finite-element method into a series of continued fractions. The resulting system of
algebraic equations in terms of

ffiffiffiffiffiffi
ix
p

is interpreted as a system of fractional differential equations in the time-domain. Here,
the singly-asymptotic continued-fraction expansion developed in Ref. [27] by Bazyar and Song for wave propagation prob-
lems is used. This asymptotic expansion is highly accurate for high frequencies, but converges very slowly in the low-fre-
quency range. As has been demonstrated in Ref. [28], it cannot be used for (layered) systems with a cut-off frequency.
Moreover, instability problems can occur for problems with a large number of degrees of freedom [26].

An advance towards mimicking wave propagation in an unbounded domain over the entire frequency range is the intro-
duction of doubly asymptotic boundaries [29–33]. This formulation is spatially global as the dynamic stiffness is exact not
only at the high-frequency limit but also at statics. To the authors knowledge, the highest order reported is three [33].

An alternative approach is to approximate the square root
ffiffiffiffiffiffiffiffiffiffiffi
1þ z
p

by a rational function with complex coefficients, as pro-
posed in Ref. [34]. This idea has been applied to absorbing boundaries for acoustic scattering in Ref. [35]. For high values of z,
the Padé expansion proposed in Ref. [34] tends to a complex constant value. This conflicts with the asymptotic behaviour of
the diffusion problem considered herein. Moreover, the use of complex coefficients is undesirable in a time-domain analysis.

Recently, Prempramote et al. [28] extended the work in Ref. [27] by constructing high-order doubly asymptotic open
boundaries of arbitrary order for the scalar wave equation. The corresponding continued-fraction expansion of the dynamic
stiffness converges rapidly to the exact solution in the frequency domain as its order increases. Scalar wave propagation in
waveguides is modelled by a system of first-order differential equations in the time-domain with real coefficients, which can
easily be coupled to finite-element models. Evanescent waves and late-time responses are simulated accurately, no stability
problems are observed.

In this paper, a highly accurate high-order open boundary for diffusion is developed by extending the previous work of
the authors on wave propagation in unbounded domains [28] and on the numerical solution of fractional differential equa-
tions [36]. Diffusion in a homogeneous semi-infinite layer is addressed. This is a special case of stratified semi-infinite media
which are of technological importance, for example, in biomedical engineering [37] or heat diffusion [25]. Although only the
semi-infinite layer is considered in this paper, it should be noted that the proposed technique can be readily applied to other
important problems which can be solved using the method of separation of variables. These include the circular cavity
embedded in a full plane and the sphere embedded in full space. The open boundaries derived for these cases can be used
directly for the solution of practical problems by introducing straight or circular artificial boundaries. Further work on mod-
elling diffusion problems with more complicated geometries and inhomogeneities is in progress.

The outline of this paper is as follows. In Section 2, the governing partial differential equations of the two-dimensional
diffusion problem are transformed into a set of ordinary differential equations using the method of separation of variables.
A modal impedance coefficient is defined, which relates the Fourier transform of the modal flux to the Fourier transform of
the unknown modal function at the vertical boundary. An algebraic equation for this impedance coefficient as a function of
x, the dual variable of the time t, is derived.

In Section 3, a high-order open boundary is obtained by expanding the modal impedance coefficient into a doubly asymp-
totic series of continued fractions. For wave propagation [28], the continued-fraction solution can be expressed as a series of
linear equations in the frequency domain, which corresponds to a system of first-order differential equations in the time-
domain. For diffusion, however, a system of linear equations formulated in terms of
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is obtained, which corresponds
to a system of fractional differential equations in the time-domain. This is demonstrated in Section 4. The fractional operator
is global, which is disadvantageous from a computational point of view, as the evaluation of a convolution integral is
required.

In Section 5, a local high-order open boundary condition for diffusion is obtained transforming the above system of frac-
tional differential equations into a system of first-order differential equations in the time-domain. In Section 6, a correspond-
ing efficient time-discretization scheme is developed. The proposed method is used to study several heat conduction
problems in Section 7.
2. Modal decomposition of diffusion equation in semi-infinite layer

Heat conduction in a semi-infinite two-dimensional layered medium of constant thickness h as shown in Fig. 1(a) is
considered in this paper. In general, the domain is split into a rectangular near field region XN and a semi-infinite far



Fig. 1. Semi-infinite layer with constant depth h.
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field region XF. The two domains are linked by the artificial boundary Cv at x = xv. Typically, we are interested in the
numerical solution of the diffusion problem in the bounded region XN. This solution can be computed using the
well-established finite-element method provided that a suitable boundary condition at the artificial boundary Cv is avail-
able. This boundary condition should be formulated such that diffusion in the semi-infinite domain XF, which is elim-
inated from the computation, is accurately represented. The aim of this paper is to formulate such an open boundary
condition which is suitable for the analysis of transient diffusion problems. Therefore, we focus on the semi-infinite re-
gion XF in the following. The method of separation of variables can be applied to obtain a series of one-dimensional
differential equations to describe diffusion in XF.

2.1. Semi-infinite layer with constant depth

The homogeneous heat equation is expressed as:
r2u ¼ l
j

_u; ð1Þ
where u = u(x,y,t) denotes the temperature field, j is the thermal conductivity and l = qc is the product of the mass density q
and the specific heat c of the material. The flux q(x,y,t) is defined as
qðx; y; tÞ ¼ �ju;xðx; y; tÞ: ð2Þ
It is assumed that a distributed flux qv is applied to the vertical (artificial) boundary Cv.
qv ¼ qðx ¼ xv ; y; tÞ ¼ �ju;xðx ¼ xv ; y; tÞ: ð3Þ
Here and in the following, the subscript ‘v’ indicates the position xv. The boundary conditions prescribed at the parallel
upper boundary Cu and lower boundary Cl are satisfied by eigenfunctions using the method of separation of variables. Two
different situations are considered in the following. The first case, depicted in Fig. 1(b), is referred to as the ‘partially insu-
lated’ situation. Here, zero temperature is prescribed at the lower boundary Cl, whereas the upper boundary Cu is assumed
to be insulated, corresponding to zero normal flux. In the second case, referred to as ‘fully insulated’ (Fig. 1(c)), the normal
flux is zero at both the upper and lower parallel boundaries.

The temperature field u = u(x,y,t) is written as the product of two functions ~u ¼ ~uðx; tÞ and Y = Y(y):
u ¼ ~uY: ð4Þ
Substituting Eq. (4) in Eq. (1) yields:
~u;xxY þ ~uY ;yy ¼
l
j

_~uY : ð5Þ
Dividing by ~uY , Eq. (5) is transformed in two independent differential equations: an ordinary differential equation with
respect to the vertical coordinate y (Eq. (6)), and a partial differential equation with respect to x and t (Eq. (7)):
� Y ;yy

Y
¼ k; ð6Þ

~u;xx

~u
� l

j

_~u
~u
¼ k: ð7Þ
For convenience, the constant k is chosen as k ¼ k2

h2. The ordinary differential Eq. (6) is rewritten as
0 ¼ Y ;yy þ
k2

h2 Y: ð8Þ
Its solution is expressed as
Y ¼ C1 cos k
y
h

� �
þ C2 sin k

y
h

� �
: ð9Þ
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The integration constants C1 and C2 are determined by the boundary conditions at Cu and Cl. The resulting eigenvalues kj

and eigenfunctions Yj = Yj(y) are summarized in Eqs. (10) and (11) for the partially and fully insulated situation, respectively.
cos k ¼ 0;
kj ¼ ð2jþ 1Þ p2 ; j ¼ 0;1; . . .

Yj ¼ sin kj
y
h

� �
9>=>; Cl : u ¼ 0;

Cu : u;y ¼ 0
ð10Þ

sin k ¼ 0;
kj ¼ jp; j ¼ 0;1; . . .

Yj ¼ cos kj
y
h

� �
9>=>; Cl : u;y ¼ 0;

Cu : u;y ¼ 0
ð11Þ
Note that the first mode of the fully insulated layer (k0 = 0) corresponds to a constant eigenfunction, Y0 = 1. The solution of
the remaining partial differential Eq. (7) with respect to x and t for one eigenvalue kj is addressed next:
~uj;xx �
kj

h

� �2

~uj ¼
l
j

_~uj: ð12Þ
2.2. Analytical solution

Eq. (12) is transformed into the Fourier domain:
eUj;xx �
kj

h

� �2 eUj ¼ ix
l
j
eUj: ð13Þ
The symbol eUj ¼ eUjðx;xÞ is the Fourier transform of the modal temperature ~uj defined as
eUjðxÞ ¼ F ~ujðtÞ
	 


¼
Z þ1

�1
~ujðtÞe�ixt dt; ð14Þ
with the inverse operation:
~ujðtÞ ¼ F�1 eUjðxÞ
n o

¼ 1
2p

Z þ1

�1

eUjðxÞeixt dx: ð15Þ
The symbol x denotes the dual variable of time t. Using the dimensionless parameter a with:
a ¼ x
l
j

h2
; ð16Þ
the solution of Eq. (13) leading to a finite modal temperature at x ?1 is expressed as
eUj ¼ C � e�
ffiffiffiffiffiffiffiffiffi
k2

j þia
p

x
h: ð17Þ
For the semi-infinite layer extending to the right-hand side, the Fourier transform Q(x,y,x):
Qðx; y;xÞ ¼ F qðx; y; tÞf g; ð18Þ
of the flux q(x,y,t) as defined in Eq. (2) is expressed after modal decomposition of the temperature field as
Qðx; y;xÞ ¼ �j
X1
j¼0

eUjðx;xÞ
� �

;x
YjðyÞ: ð19Þ
A modal flux-temperature relationship, which is independent of y, is obtained by making use of the orthogonality of the
eigenfunctions Yj. Multiplying Eq. (19) by Yj and integrating over the depth of the layer we obtain for one mode j:
Z h

y¼0
Qðx; y;xÞYjðyÞdy ¼ �j

2
h eUjðx;xÞ
� �

;x
: ð20Þ
The symbol eRj ¼ eRjðx;xÞ is introduced to denote the modal flux at a vertical boundary:
eRjðx;xÞ ¼
2
j

Z h

y¼0
Qðx; y;xÞYjðyÞ dy: ð21Þ
Eq. (22) follows from Eqs. (20) and (21) as
eRj ¼ �heUj;x; ð22Þ
with:
eUj;x ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

j þ ia
q 1

h
C � e�

ffiffiffiffiffiffiffiffiffi
k2

j þia
p

x
h ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

j þ ia
q 1

h
eUj: ð23Þ
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On the other hand, at the vertical boundary Cv the Fourier transform of the modal flux eRjðxvÞ is related to the Fourier
transform of the modal temperature eUjðxvÞ through:
eRj xv ; að Þ ¼ SðaÞeUjðxv ; aÞ: ð24Þ
The flux-temperature relationship is characterized by the coefficient S(a), which is a function of the dimensionless param-
eter a and thus of x, the dual variable of time t. It is referred to as impedance coefficient in the following. Evaluating Eq. (23) at
x = xv and equating Eqs. (22) and (24), the modal impedance coefficient of the semi-infinite layer is obtained as
SðaÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

j þ ia
q

: ð25Þ
Eqs. (24) and (25) form the analytical solution in the Fourier domain. To obtain a reference solution to validate numerical
results in the time-domain, the response to a unit-step modal flux ~rjSðxv ; tÞ ¼ HðtÞ:
HðtÞ ¼
0 for t < 0;
1:0 for t P 0;

�
ð26Þ
applied at x = xv, t = 0 is evaluated. The Fourier transform of the unit-step function is eRjSðxv Þ ¼ 1
ix. The Fourier transformeUjSðxv Þ of the modal temperature due to the above unit-step modal flux ~rjSðxv Þ follows from Eqs. (24) and (25):
eUjSðxvÞ ¼
1

ia
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

j þ ia
q � lh2

j
: ð27Þ
The unit-step response ~ujSðxvÞ in the time-domain is obtained by applying the inverse Fourier transformation (15) to Eq.
(27). For eUjSðxv Þ given in Eq. (27), the Fourier integral can be evaluated in closed form, see for example [38,39]. We obtain:
~ujSðxv ; tÞ ¼
1
kj

erf kj

ffiffi
�t
p� �

Hð�tÞ; ð28Þ
with the dimensionless time:
�t ¼ j
lh2 t: ð29Þ
Note that Eq. (28) is valid for all modes of the partially insulated layer, but for the modes j P 1 of the fully insulated layer
only. For k0 = 0, the impedance coefficient S(a) in Eq. (25) simplifies to:
Sk0¼0ðaÞ ¼
ffiffiffiffi
ia
p

: ð30Þ
The corresponding unit-step response in the time-domain is
~u0Sðxv ; tÞ ¼ F�1 1

ix
ffiffiffiffi
ia
p

� �
¼ 2ffiffiffiffi

p
p

ffiffi
�t
p

Hð�tÞ: ð31Þ
Analogously, the unit-impulse response ~ujIðxv ; tÞ, that is the modal temperature due to a unit-impulse modal flux
~rjIðxv ; tÞ ¼ dðtÞ, is obtained applying the inverse Fourier transformation to the inverse of the impedance coefficient S(x):
~ujIðxv ; tÞ ¼ F�1 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

j þ ia
q

8><>:
9>=>; ¼ j

lh2

1
Cð1=2Þ

1ffiffi
�t
p e�k2

j
�tHð�tÞ: ð32Þ
Again, Eq. (32) is valid for kj – 0 only. The unit-impulse response for k0 = 0 is derived analogously to Eq. (32):
~u0Iðxv ; tÞ ¼
ffiffiffiffiffiffiffiffiffi
j

lh2

s
F�1 1ffiffiffiffiffiffi

ix
p
� �

¼ 1ffiffiffiffiffiffi
p�t
p Hð�tÞ: ð33Þ
The temperature response due to an arbitrary prescribed modal flux ~rjðxv ; tÞ can finally be expressed as a convolution
integral:
~ujðxv ; tÞ ¼
Z t

0
~ujIðxv ; t � sÞ~rjðxv ; sÞds ¼

Z t

0
~ujSðxv ; t � sÞ_~rjðxv ; sÞds: ð34Þ
Note that the unit-impulse response ~ujIðxv ; tÞ is unbounded for t ? 0. Alternatively, the Fourier transform of a given modal
flux ~rjðxv ; tÞ can be computed and the problem can be solved in the Fourier domain. The modal temperature in the time-do-
main is then obtained by applying the inverse Fourier transformation to the Fourier domain result.

The numerical evaluation of the convolution integral in Eq. (34) can be computationally expensive for longer observation
times and is not desired in a general time-domain analysis. In order to derive a local formulation, the problem is recast in
terms of the modal impedance coefficient S(a) in the following.
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2.3. Formulation in terms of modal impedance coefficient

An equation for the modal impedance coefficient is obtained rewriting Eq. (25) as
S2 ¼ k2
j þ ia: ð35Þ
Using the following substitution:
ia ¼ A2
; ð36Þ
it can be cast in a form which is similar to the equation of the modal dynamic stiffness coefficient of a semi-infinite layer
derived in the context of wave propagation in Ref. [28]:
S2 ¼ k2
j þ A2

: ð37Þ
Eq. (37) can be solved by expanding S(A) into a doubly asymptotic series of continued fractions in terms of A. Following
the procedure described in Ref. [28], the coefficients of the continued-fraction expansion are obtained as functions of the
eigenvalue kj. Thus, a different continued-fraction representation is constructed for each mode j. This is avoided normalizing
both the impedance coefficient S and the auxiliary parameter A with respect to the eigenvalue kj:
S ¼ S
kj
; A ¼ A

kj
; ð38Þ
Using Eqs. (38), (37) is rewritten as
S2 ¼ 1þ A2: ð39Þ
3. Doubly asymptotic expansion of normalized modal impedance coefficient in terms of A

The continued-fraction solution of Eq. (39) is demonstrated in the following. The procedure is analogous to the derivation
presented in Ref. [28], but differs in that only one and the same continued-fraction expansion is obtained for all modes of the
semi-infinite layer. In a first step, an asymptotic expansion of the normalized impedance coefficient valid for high values
jAj ! 1 is constructed analogous to Ref. [27].

3.1. Asymptotic expansion for jAj ! 1

For high values jAj ! 1, the normalized impedance coefficient S tends to A. This can easily be verified considering Eq.
(39). For arbitrary values A, the normalized impedance coefficient is expressed as
S ¼ A� Y ð1ÞðAÞ
� ��1

: ð40Þ
In Eq. (40) the term ðY ð1ÞðAÞÞ�1 represents the residual of the asymptotic expansion, i.e. the difference between the nor-
malized impedance coefficient and its value for jAj ! 1. The residual tends to zero for jAj ! 1. For convenience, it is ex-
pressed as the inverse of a yet unknown function Y ð1ÞðAÞ of A. The superscript (1) indicates the first step of a recursive
procedure, as will become evident further in the derivation. Substituting Eq. (40) in Eq. (39) results in:
�1� 2A Y ð1ÞðAÞ
� ��1

þ Y ð1ÞðAÞ
� ��2

¼ 0: ð41Þ
Eq. (41) can be written as the i = 1 case of:
1� 2bðiÞAY ðiÞðAÞ � Y ðiÞðAÞ
� �2

¼ 0; ð42Þ
with
bð1Þ ¼ 1: ð43Þ
Analogous to Eq. (40), the unknown function Y ðiÞðAÞ is decomposed as
Y ðiÞðAÞ ¼ ACðiÞ � Y ðiþ1ÞðAÞ
� ��1

: ð44Þ
Here, we assume that Y ðiÞðAÞ tends to a linear function of A for jAj ! 1. The slope C(i) of this linear function is yet un-
known. Substituting Eq. (44) in Eq. (42) yields:
�A2 ðCðiÞÞ2 þ 2bðiÞCðiÞ
� �

þ 1þ 2A CðiÞ þ bðiÞ
� �

Y ðiþ1ÞðAÞ
� ��1

� Yiþ1ðAÞ
� ��2

¼ 0: ð45Þ
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This is an equation for the coefficient C(i) and for the yet unknown residual ðY ðiþ1ÞðAÞÞ�1. Individual equations are obtained
by setting terms corresponding to different powers of A to zero in descending order. Setting the first term of Eq. (45) (i.e. A2)
to zero yields an equation for C(i):
CðiÞ ¼ �2bðiÞ; ð46Þ
For i = 1 we obtain C(1) =�2. Setting the remainder of Eq. (45) to zero using Eq. (46) leads to an equation for Y ðiþ1ÞðAÞ:
1þ 2AbðiÞY ðiþ1ÞðAÞ � Y ðiþ1ÞðAÞ
� �2

¼ 0: ð47Þ
The recursive formula:
bðiþ1Þ ¼ �bðiÞ; ð48Þ

is introduced to update the coefficient b. Using Eq. (48), Eq. (47) can be written as
1� 2Abðiþ1ÞY ðiþ1ÞðAÞ � Y ðiþ1ÞðAÞ
� �2

¼ 0: ð49Þ
This is the (i + 1) case of Eq. (42). General equations for b(i) and C(i) follow from Eqs. (43), (48) and (46) as
bðiÞ ¼ ð�1Þiþ1
; i ¼ 1;2; . . . ; MH; ð50Þ

CðiÞ ¼ ð�1Þi2; i ¼ 1;2; . . . ; MH: ð51Þ
After i = MH steps, the normalized impedance coefficient is expressed as
S ¼ A� 1

Cð1ÞA� 1
Cð2Þ � � � � 1

CðMHÞ � Y ðMHþ1ÞðAÞ
� ��1

: ð52Þ
For a given order MH, the coefficients C(i), (i = 1. . . MH) of this continued-fraction expansion can be calculated using Eq.
(51). The remaining residual ðY ðMHþ1ÞðAÞÞ�1 is yet unknown. In order to find a solution which is valid over the whole range
of jAj, the remaining residual term ðY ðMHþ1ÞðAÞÞ�1 is determined such that the final doubly asymptotic expansion of SðAÞ is
exact for jAj ! 0.

3.2. Asymptotic expansion for jAj ! 0

The inverse Y ðMHþ1ÞðAÞ of the residual term corresponding to a continued-fraction expansion for high values jAj ! 1 of
degree MH is denoted as
Y ðMHþ1ÞðAÞ ¼ YLðAÞ: ð53Þ
Using Eq. (53), the i = MH + 1 case of Eq. (42) is written as
1� 2AbLYLðAÞ � YLðAÞ
� �2

¼ 0; ð54Þ
with
bL ¼ bðMHþ1Þ ¼ ð�1ÞMH : ð55Þ
The unknown function YLðAÞ is expanded as
YLðAÞ ¼ Kð0ÞL þ ACð0ÞL � A2 Y ð1ÞL ðAÞ
� ��1

: ð56Þ
This expansion is designed such that YLðAÞ approaches the constant Kð0ÞL for jAj ! 0, whereas the yet undetermined linear
term ACð0ÞL and the residual A2ðY ð1ÞL ðAÞÞ

�1 vanish. Substituting Eq. (56) in Eq. (54) yields:
1� Kð0ÞL

� �2
� A 2bLKð0ÞL þ 2Kð0ÞL Cð0ÞL

� �
þ A2 �2bLCð0ÞL � Cð0ÞL

� �2
þ 2 Kð0ÞL þ A Cð0ÞL þ bL

� �� �
Y ð1ÞL ðAÞ
� ��1

� A2 Y ð1ÞL ðAÞ
� ��2

� �
¼ 0: ð57Þ
Equations for Kð0ÞL ; Cð0ÞL and ðY ð1ÞL ðAÞÞ
�1 are found by setting terms corresponding to different powers of A to zero in ascend-

ing order. The constant term (i.e. A0) yields:
1� ðKð0ÞL Þ
2 ¼ 0: ð58Þ
Eq. (58) has two possible solutions. The one leading to the correct normalized impedance for A ¼ 0; SðA ¼ 0Þ ¼ 1, should
be chosen. This is
Kð0ÞL ¼ ð�1ÞMHþ1
: ð59Þ
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Note that the sign of Kð0ÞL depends on the order of continued-fraction expansion MH for high values of jAj. The linear term
in Eq. (57) leads to an equation for Cð0ÞL :
Cð0ÞL ¼ �bL ¼ ð�1ÞMHþ1
: ð60Þ
The remaining term in Eq. (57) yields an equation for the unknown function Y ð1ÞL ðAÞ:
A2 � 2 Kð0ÞL þ A Cð0ÞL þ bL

� �� �
Y ð1ÞL ðAÞ þ 2bLCð0ÞL þ Cð0ÞL

� �2
� �

Y ð1ÞL ðAÞ
� �2

¼ 0: ð61Þ
Using Eqs. (59) and (60), (61) can be written as the i = 1 case of:
A2 � 2bðiÞL Y ðiÞL ðAÞ � Y ðiÞL ðAÞ
� �2

¼ 0; ð62Þ
with
bð1ÞL ¼ �bL ¼ ð�1ÞMHþ1
: ð63Þ
Analogous to Eq. (56) the unknown function Y ðiÞL ðAÞ is decomposed as
Y ðiÞL ðAÞ ¼ KðiÞL � A2 Y ðiþ1Þ
L ðAÞ

� ��1
: ð64Þ
Note that the linear term is omitted in Eq. (64) as its solution is equal to zero, which can easily be verified. Substituting Eq.
(64) into Eq. (62) leads to:
� 2bðiÞL KðiÞL þ KðiÞL

� �2
� �

þ A2 1þ 2 bðiÞL þ KðiÞL

� �
Y ðiþ1Þ

L ðAÞ
� ��1

� A2 Y ðiþ1Þ
L ðAÞ

� ��2
� �

¼ 0: ð65Þ
In the recursive procedure, general expressions for the coefficients KðiÞL and for the unknown function Y ðiþ1Þ
L ðAÞ are deter-

mined setting the terms corresponding to different powers of A equal to zero in ascending order. Setting the constant term
equal to zero yields for KðiÞL :
KðiÞL ¼ �2bðiÞL : ð66Þ
Setting the remaining term to zero and using Eq. (66) leads to:
A2 þ 2bðiÞL Y ðiþ1Þ
L ðAÞ � Y ðiþ1Þ

L ðAÞ
� �2

¼ 0: ð67Þ
Eq. (67) is the case (i + 1) of Eq. (62) with:
bðiþ1Þ
L ¼ �bðiÞL : ð68Þ
Using Eq. (63), the constants bðiÞL and KðiÞL can be explicitely expressed as
bðiÞL ¼ ð�1ÞMHþi
; i ¼ 1;2; . . . ; ML; ð69Þ

KðiÞL ¼ 2ð�1ÞMHþiþ1
; i ¼ 1;2; . . . ; ML: ð70Þ
The recursive procedure is terminated with the assumption ðY ðMLþ1Þ
L ðAÞÞ�1 ¼ 0. The doubly asymptotic continued-fraction

solution is constructed by combining the asymptotic expansion for jAj ! 1 with the solution for jAj ! 0. For example, the
order MH = ML = 2 doubly asymptotic continued-fraction solution is obtained as
SðAÞ ¼ A� 1

Cð1ÞA� 1
Cð2ÞA� 1

Kð0ÞL þ Cð0ÞL A� A2

Kð1ÞL � A2

Kð2ÞL

; ð71Þ

SðAÞ ¼ A� 1

�2A� 1
2A� 1

�1� A� A2

2� A2

�2

: ð72Þ
It should be noted that the proposed continued-fraction expansion is equivalent to a rational function of numerator de-
gree MH + ML + 2 and of denominator degree MH + ML + 1. This rational function can be expressed as the sum of a linear term
and a series of partial fractions in terms of A, i.e. in terms of

ffiffiffiffiffiffi
ix
p

. In the context of wave propagation, Wolf [40,41] proposed
to interpret partial fractions in terms of ix as simple physical spring-damper models to represent the unbounded soil. This
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idea can be extended to partial fractions in terms of
ffiffiffiffiffiffi
ix
p

by replacing the viscous damping element by a fractional damper of
degree 0.5. This requires, however, the calculation of the poles of the denominator polynomial of the rational function, which
can be a numerically difficult task. The idea presented in Refs. [40,41] cannot be extended to the matrix case.

In the following, a time-domain model for diffusion in a semi-infinite layer is obtained by transforming the continued-
fraction solution (71) into a system of linear equations in terms of

ffiffiffiffiffiffi
ix
p

. This is done by introducing internal variables.
One advantage of the proposed method is that the calculation of poles is avoided. Moreover, it can be extended to the mul-
ti-dimensional case straightforwardly.

4. Implementation in the time-domain

In order to derive a time-domain equivalent of the doubly asymptotic continued-fraction expansion of the normalized
impedance coefficient, the equations derived above are re-assembled, starting with Eqs. (24), (38) and (40):
eRjðxvÞ ¼ SeUjðxvÞ ¼ kjSeUjðxvÞ ¼ kjA� kj Y ð1ÞðAÞ
� ��1

� �eUjðxvÞ: ð73Þ
Using A ¼ A=kj and intoducing an internal variable eU ð1Þj , a first linear Eq. (74) in terms of A is obtained:
eRjðxvÞ ¼ AeUjðxvÞ � kj
eU ð1Þj ; ð74Þ
with
 eUjðxvÞ ¼ Y ð1ÞðAÞeU ð1Þj : ð75Þ
Using Eq. (44), Eq. (75) can be written as
eUjðxvÞ ¼ ACð1Þ � Y ð2ÞðAÞ
� ��1

� �eU ð1Þj : ð76Þ
A second linear Eq. (77) in terms of A is obtained introducing a second internal variable eU ð2Þj :
kj
eUjðxvÞ ¼ ACð1Þ eU ð1Þj � kj

eU ð2Þj : ð77Þ
This process is continued until a total of MH internal variables have been introduced to represent the high-asymptotic part
of the continued-fraction expansion. The (MH + 1)-th linear equation in terms of A can be written as
kj
eU ðMH�1Þ

j ¼ ACðMHÞ eU ðMHÞ
j � kj

eU ðMHþ1Þ
j : ð78Þ
The internal variable eU ðMHþ1Þ
j is defined as
eU ðMHÞ

j ¼ Y ðMHþ1ÞðAÞeU ðMHþ1Þ
j ¼ YLðAÞeU ðMHþ1Þ

j ; ð79Þ
with the residual Y ðMHþ1Þ given in Eq. (53). Using Eq. (56), Eq. (79) can be written as
eU ðMHÞ
j ¼ Kð0ÞL þ ACð0ÞL � A2 Y ð1ÞL ðAÞ

� ��1
� �eU ðMHþ1Þ

j : ð80Þ
The (MH + 2)-th linear Eq. (81) in terms of A follows by introducing the internal variable eU ð1ÞjL as defined in Eq. (82).
kj
eU ðMHÞ

j ¼ kjK
ð0Þ
L þ ACð0ÞL

� �eU ðMHþ1Þ
j � AeU ð1ÞjL : ð81Þ

A Y ð1ÞL ðAÞ
� ��1 eU ðMHþ1Þ

j ¼ eU ð1ÞjL : ð82Þ
Using Eq. (64), Eq. (82) can be reformulated as
AeU ðMHþ1Þ
j ¼ kjK

ð1Þ
L
eU ð1ÞjL � AeU ð2ÞjL ; ð83Þ
with
AeU ð1ÞjL ¼ kjY
ð2Þ
L ðAÞeU ð2ÞjL : ð84Þ
This procedure is continued until ML internal variables eU ðiÞjL ; ði ¼ 1; . . . ;MLÞ have been introduced to represent the low-
asymptotic part of the continued-fraction expansion. The process terminates with the assumption Y ðMLþ1Þ

L ¼ 0. The final,
(MH + ML + 2)-th linear Eq. (85) in terms of A is
AeU ðML�1Þ
jL ¼ kjK

ðMLÞ
L

eU ðMLÞ
jL : ð85Þ
The linear Eqs. (74), (77), (78), (81), (83), (84) and (85) can be summarized in matrix form:
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kj½K� þ A½C�
� �

fZg ¼ fFg; ð86Þ

with
fZg ¼ eUjðxvÞ eU ð1Þj � � � eU ðMHÞ
j

eU ðMHþ1Þ
j

eU ð1ÞjL � � � eU ðMLÞ
jL

h iT
; ð87Þ

fFg ¼ eRjðxvÞ 0 � � � 0 0 0 � � � 0
h iT

; ð88Þ

½K� ¼

0 �1

�1 0 . .
.

. .
. . .

.
�1

�1 0 �1
�1 Kð0ÞL 0

0 Kð1ÞL
. .

.

. .
. . .

.
0

0 KðMLÞ
L

2666666666666666664

3777777777777777775

; ð89Þ

½C� ¼

1 0

0 Cð1Þ . .
.

. .
. . .

.
0

0 CðMHÞ 0
0 Cð0ÞL �1

�1 0 . .
.

. .
. . .

.
�1

�1 0

2666666666666666664

3777777777777777775

: ð90Þ
Using Eqs. (51), (59), (60) and (70), the matrices [K] and [C] can be explicitely expressed as2 3
½K� ¼

0 �1

�1 0 . .
.

. .
. . .

.
�1

�1 0 �1
�1 ð�1ÞMHþ1 0

0 2ð�1ÞMHþ2 . .
.

. .
. . .

.
0

0 2ð�1ÞMHþMLþ1

666666666666666664

777777777777777775

; ð91Þ

½C� ¼

1 0
0 �2 0

0 2 . .
.

. .
. . .

.
0

0 2ð�1ÞMH 0

0 ð�1ÞMHþ1 �1

�1 0 . .
.

. .
. . .

.
�1

�1 0

266666666666666666664

377777777777777777775

; ð92Þ
Eq. (86) is the flux-temperature relationship for one mode kj formulated in terms of A. Note that the matrices [K] and [C]
do not depend on the eigenvalue kj. Recall that A is an auxiliary parameter which has been introduced to facilitate the con-
tinued-fraction expansion of the impedance coefficient. A formulation in terms of x, the dual variable of the time t, is ob-
tained using Eq. (36) to substitute A by

ffiffiffiffi
ia
p

in Eq. (86), and using Eq. (16):
kj½K� þ
ffiffiffiffiffiffi
ix
p ffiffiffiffi

l
j

r
h½C�

� �
fZg ¼ fFg: ð93Þ
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The mathematical theory of fractional calculus enables the interpretation of the term
ffiffiffiffiffiffi
ix
p

in the time-domain. Interest in
the concept of differentiation and integration to non-integer order dates back to the 19th century and has led to a variety of
approaches since then. The most frequently encountered definition of a fractional derivative of arbitrary order is the Rie-
mann–Liouville derivative [42] defined in Eq. (94):
Da
t zðtÞ ¼ 1

Cðm� aÞ
dm

dtm

Z t

0

zðsÞ
ðt � sÞaþ1�m ds; m� 1 < a 6 m: ð94Þ
Here, m is an integer number and the symbol C represents the Gamma function. Tables of fractional derivatives of fre-
quently used functions are given in Ref. [42]. Application of the Fourier transform to the Riemann–Liouville fractional deriv-
ative yields:
F Da
t zðtÞ

	 

¼ ðixÞaZðxÞ �

Xm�1

j¼0

ðixÞjDa�1�j
t zðtÞjt¼0; m� 1 < a 6 m; ð95Þ
with the Fourier transform Z(x) of the function z(t). A proof of Eq. (95) is given in the textbook [43]. The initial values of
fractional derivatives occurring in Eq. (95) are set equal to zero in most cases reported in the literature. This corresponds
to the assumption of z(t) being equal to zero for t 6 0. Applying the inverse Fourier transform to Eq. (93), using Eq. (95)
and assuming:
fzðtÞg ¼ 0 for t 6 0; ð96Þ
leads to
kj½K�fzðtÞg þ
ffiffiffiffi
l
j

r
h½C�D

1
2
tfzðtÞg ¼ ff ðtÞg: ð97Þ
Eq. (97) represents the modal flux-temperature relationship of the semi-infinite layer in the time-domain. The vector
{z(t)} contains the unknown, time-dependent modal temperature ~ujðxv ; tÞ at the near field/far field interface and the corre-
sponding time-dependent internal variables ~uð1Þj ðtÞ; . . . ; ~uðMHþ1Þ

j ðtÞ; ~uð1ÞjL ðtÞ; . . . ; ~uðMLÞ
jL ðtÞ. The right-hand side vector {f(t)} con-

tains the time-dependent modal flux ~rjðxv ; tÞ at x = xv.
Eq. (97) can be non-dimensionalized introducing the normalized unknowns f�zg:
f�zg ¼ kjfzg; ð98Þ
and formulating the problem with respect to k2
j
�t, where �t is the dimensionless time given in Eq. (29). We obtain:
½K�f�zg þ ½C�D
1
2

ðk2
j
�tÞf�zg ¼ ffg: ð99Þ
The equivalence of Eqs. (97) and (99) is easily proven evaluating the fractional derivative with respect to k2
j
�t using Eq.

(98):
D
1
2

ðk2
j
�tÞf�zg ¼

1
C 1

2

� � d

dðk2
j
�tÞ

Z k2
j
�t

0

kj zf g

k2
j
�t � �s

� �1
2

d�s: ð100Þ
Using
dðk2
j
�tÞ ¼ j

l
k2

j

h2 dt; �s ¼ sj
l

k2
j

h2 ; d�s ¼ j
l

k2
j

h2 ds; ð101Þ
we obtain:
D
1
2

ðk2
j
�tÞf�zg ¼

1
C 1

2

� � l
j

h2

k2
j

d
dt

Z s¼�tlh2
j ¼t

0

kjfzgffiffiffi
j
l

q
kj

h ðt � sÞ
1
2

j
l

k2
j

h2 ds ð102Þ

¼ 1
C 1

2

� � ffiffiffiffi
l
j

r
h

d
dt

Z t

0

zf g
ðt � sÞ

1
2

ds ¼
ffiffiffiffi
l
j

r
hD

1
2
tfzðtÞg: ð103Þ
The proposed procedure should be used for the numerical analysis of all modes with kj – 0. For k0 = 0 (i.e. the first mode of
the fully insulated layer) the modal impedance relationship (24) simplifies to:
eR0ðxvÞ ¼
ffiffiffiffi
ia
p eU0ðxvÞ ¼

ffiffiffiffiffiffiffiffiffi
lh2

j

s ffiffiffiffiffiffi
ix
p eU0ðxvÞ: ð104Þ
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This corresponds directly to the scalar fractional differential Eq. (105):
D
1
2
t ~u0ðxv ; tÞ ¼

ffiffiffiffiffiffiffiffiffi
j

lh2

s
~r0ðxv ; tÞ: ð105Þ
Thus, it is not necessary to expand the modal impedance coefficient Sk0¼0 into a series of continued fractions. The frac-
tional differential Eqs. (97), (99) and (105) can be transformed into systems of ordinary differential equations as described
in the next section.

5. Temporally local formulation

Using Eq. (97) or (99), the modal temperature ~ujðxv ; tÞ due to an arbitrary transient flux qv(t) can be calculated directly in
the time-domain. A direct time-domain model for the semi-infinite layer is obtained by modal superposition of Eq. (97) or
(99) for several modes kj. The resulting formulation can be coupled to a finite element model for diffusion in a bounded do-
main via the flux q(x = xv,t).

Several methods for the numerical solution of fractional differential equations by means of direct integration exist, for
example [44–47]. These algorithms are based on a discretization of the convolution integral associated with fractional dif-
ferentiation. They lead to storage and evaluation of the complete history in each time step, which is disadvantageous from a
computational point of view. Therefore, alternative schemes that attempt to replace the global fractional operator by a local
operator have been proposed [48,36]. These schemes are based on expressing the fractional convolution kernel as an impro-
per integral with exponential integrand which is then evaluated numerically using Gauss–Laguerre integration. They are clo-
sely related to the method of Jiang and Greengard [49], who express the convolution kernel of the exact non-reflecting
boundary condition for the Schrödinger equation using the same integral representation and approximate the latter using
Gauss–Legendre quadrature on dyadic intervals. Jiang and Greengard also presented a detailed error analysis and established
a rule to determine the number of quadrature points necessary to achieve a given accuracy. The number of quadrature points
used in Ref. [49] is, however, considerably larger than the number of internal variables introduced in Refs. [48,36].

The method proposed in Ref. [48] has been used successfully by some authors [48,50], but critisized by others [51,52] for
its slow convergence. Recently, Diethelm [53] presented a modification of the algorithms presented in Refs. [48,36], which
leads to increased accuracy. Diethelm’s method is applicable to fractional derivatives of arbitrary degree. In the following, it
is applied to Eq. (97) and thus adapted to the case a ¼ 1

2, which considerably simplifies the notation.
The fractional derivative (94) is rewritten using Leibniz’s rule and integrating by parts as
D
1
2
tfzðtÞg ¼

1
C 1

2

� � Z t

0

_zðsÞf g
ðt � sÞ

1
2

ds: ð106Þ
In order to replace the fractionally decaying memory by such of exponentially decaying type, the following relationships
for the Gamma function of positive real argument m are used:
CðmÞ ¼
Z 1

0
e�xxm�1 dx; m > 0; m 2 R; ð107Þ

1
Cð1� mÞ ¼

CðmÞ
p

sinpm: ð108Þ
Substituting Eqs. (107) and (108) in Eq. (106) yields for m ¼ 1
2:
D
1
2
tfzðtÞg ¼

1
p

Z t

0

Z 1

0
e�x x

t � s

� �1
2 1

x
_zðsÞf gdxds: ð109Þ
After a final substitution of
x ¼ ðt � sÞp2 ! dx ¼ 2ðt � sÞpdp; ð110Þ

in Eq. (109), the fractional derivative of order a ¼ 1

2 is written as
D
1
2
tfzðtÞg ¼

2
p

Z t

0

Z 1

0
e�ðt�sÞp

2
_zðsÞf gdpds: ð111Þ
The decisive idea is to replace the integral with respect to time in Eq. (111) by a new variable {/(p,t)}:
D
1
2
tfzðtÞg ¼

2
p

Z 1

0
f/ðp; tÞgdp; ð112Þ

f/ðp; tÞg ¼
Z t

0
e�ðt�sÞp2

_zðsÞf gds: ð113Þ
The integral Eq. (113) is equivalent to the first-order differential Eq. (114). This can easily be verified by differentiation of
Eq. (113) using Leibniz’s rule.
_/ðp; tÞ
n o

þ p2f/ðp; tÞg ¼ _zðtÞf g: ð114Þ
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The remaining integral in Eq. (112) is evaluated numerically using Gaussian quadrature. This is facilitated using the fol-
lowing substitutions:
q ¼ 1� p
1þ p

; p ¼ 1� q
1þ q

; ð115Þ

�/ðq; tÞ
	 


¼ 2ð1þ qÞ�2 /ðp; tÞf g; ð116ÞZ 1

0
/ðp; tÞf gdp ¼

Z þ1

�1

�/ðq; tÞ
	 


dq: ð117Þ
In the following we concentrate on the numerical solution of the normalized fractional differential Eq. (99), for
conciseness. The derived algorithm can straightforwardly be used for the solution of Eq. (97), replacing the matrices
[K] and [C] by their counterparts kj[K] and l

j h½C�, respectively. The system of Eqs. (118)–(120) for the solution of (99)
follows:
½K�f�zg þ 4
p ½C� �

XL

i¼1

WiLð1þ ZiLÞ�2f/ig ¼ ffg; ð118Þ

f _/1g þ ðY1LÞ2f/1g ¼ f _�zg; ð119Þ

..

.

f _/Lg þ ðYLLÞ2f/Lg ¼ f _�zg: ð120Þ
In Eq. (118) the symbols WiL and ZiL denote the weights and abscissas of Gaussian integration with respect to the weight
function W(q) = 1 over the integral (�1,1) for L integration points, and
YiL ¼
1� ZiL

1þ ZiL
: ð121Þ
Eqs. (118)–(120) can be summarized in matrix form:
½B�f _xg ¼ ½A�fxg þ ff �g; ð122Þ
with
fxgT ¼ f�zgT f/1g
T � � � f/Lg

T
n o

; ff �gT ¼ ffgT f0gT � � � f0gT
n o

: ð123Þ
The coefficient matrix [B] in Eq. (122) is of order (MH + ML + 2) � (L + 1). If a standard time-stepping scheme is used to
solve the system of ordinary differential equations (122), the introduction of internal variables yields to an undesirable in-
crease in computational effort. This can be avoided using an efficient method presented by Adhikari and Wagner [54] for the
numerical solution of a state-space representation of the equations of motion of exponentially damped systems. This ap-
proach, which is based on the elimination of the internal variables, is adapted to the solution of Eq. (122) in the following
section.

6. Efficient solution in the time-domain

The trapezoidal rule is used to approximate the state vector {x}:
fxðsÞg ¼ fxgk 1� s
Dt

� �
þ fxgkþ1

s
Dt
; 0 6 s 6 Dt; ð124Þ
within one time step of length Dt. Using the linear approximation (124) and integrating Eqs. (119), (120) within the front
time interval yields:
f/igkþ1 � f/igk þ
Dt
2
ðYiLÞ2 f/igk þ f/igkþ1

� �
¼ f�zgkþ1 � f�zgk: ð125Þ
Eq. (125) can be used to eliminate the internal variables {/i}k+1:
f/igkþ1 ¼
1

1þ Dt
2 ðYiLÞ2

f�zgkþ1 � f�zgk

� �
þ

1� Dt
2 ðYiLÞ2

1þ Dt
2 ðYiLÞ2

f/igk; i ¼ 1; . . . ; L: ð126Þ
Substituting Eq. (126) into Eq. (118) and using the linear approximation (124) yields the following algorithm for the cal-
culation of the variables f�zgkþ1 at the end of the time step Dt by means of the values f�zgk and the internal variables {/i}k at
the beginning of the time step:
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½K� þ m½C�ð Þf�zgkþ1 ¼ m½C�f�zgk �
XL

i¼1

li½C�f/igk þ ffgkþ1; ð127Þ
with
m ¼ 4
p
XL

i¼1

WiLð1þ ZiLÞ�2 1

1þ Dt
2 ðYiLÞ2

;

li ¼
4
p

WiLð1þ ZiLÞ�2 1� Dt
2 ðYiLÞ2

1þ Dt
2 ðYiLÞ2

 !
:

The coefficient matrix ([K] + m[C]) in Eq. (127) is of order (MH + ML + 2), and thus of the same order as the original frac-
tional differential Eq. (97). Eqs. (127) and (126) allow for an efficient and accurate solution of the system of first-order dif-
ferential Eqs. (118)–(120), despite a large number of internal variables.

The total computational cost of the proposed approach is directly proportional to the numbers of modes considered. For
each mode, the local high-order open boundary condition is expressed as a system of linear equations of order (MH + ML + 2)
with tridiagonal coefficient matrices. The influence of the number of quadrature points on the numerical cost is negligible.
Thus, the numerical effort increases linearly with the orders of doubly asymptotic expansion MH and ML.

7. Numerical examples

7.1. Single mode of the semi-infinite layer

A single mode kj of the semi-infinite layer is considered. The normalized modal impedance coefficient S is shown in Figs. 2
and 3. In Fig. 2, S is plotted as a function of the auxiliary parameter A2 for values A2 ranging from �3k2

j to zero. This
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corresponds to a dimensionless frequency a ranging from a = 0 to a ¼ 3i � k2
j . Although this parameter range is not relevant

from a physical point of view, it is addressed here because it provides insight into the method of expanding S into a series of
continued fractions.

The curves shown in Fig. 2 are well-known in the context of wave propagation (see for example Figs. 3–5 in Ref.
[28]). The point �A2

=k2
j ¼ 1 corresponds to the cut-off frequency in a wave propagation analysis. It can be seen that

the doubly asymptotic expansion of degree MH = ML = 2 agrees very well with the corresponding analytical solution.
Slight deviations occur in the vicinity of �A2

=k2
j ¼ 1 . This can be improved by increasing the degree of expansion, as

can be seen for MH = ML = 5. The corresponding high-asymptotic expansion is also shown for MH = 5. Above the
characteristic point �A2

=k2
j ¼ 1:0 a very good agreement, comparable to that of the doubly asymptotic expansion of de-

gree MH = ML = 2, is achieved using the high-asymptotic expansion. However, for values below �A2
=k2

j ¼ 1:0 the
imaginary part of the high-asymptotic expansion diverges. Its real part is always zero, as is expected. Fig. 2 illustrates
that the high-frequency asymptotic expansion of Ref. [27] fails when wave propagation in a semi-infinite layer is
modelled.

The performance of the high-asymptotic and the doubly asymptotic expansion for diffusion in a semi-infinite layer is
addressed in Fig. 3(a) and (b), respectively. Here, S is plotted as a function of the dimensionless parameter a, the dual
variable of the dimensionless time �t. From a physical point of view, only real positive values of a are meaningful. For
such real positive values of a, the modal impedance coefficient S(a) given in Eq. (25) is always complex, the cut-off
phenomenon known from wave propagation does not exist for diffusion. Nevertheless, it is obvious from Fig. 3(a) that
the accuracy of the high-asymptotic expansion proposed in Ref. [27] and used for the time-domain analysis of a
three-dimensional diffusion problem in Ref. [26] is poor for small values of a. This is explained as follows. The high-
frequency-asymptotic expansion of degree MH of the normalized impedance coefficient can be formulated in terms of
ia as
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SðaÞ ¼
ffiffiffiffi
i�a
p
� 1

�2
ffiffiffiffi
i�a
p
� 1

2
ffiffiffiffi
i�a
p
� 1
� � � � 1

ð�1ÞMH 2
ffiffiffiffi
i�a
p

; ð128Þ
with
�a ¼ a

k2
j

:

For a approaching zero, the impedance coefficient SðaÞ given in Eq. (128) approaches zero, if an even degree MH is chosen.
It tends to infinity, if MH is odd. This is illustrated in Fig. 3(a) for MH = 2 and MH = 5, respectively. In either case the high-
asymptotic expansion of the impedance coefficient fails for small values of a and in particular for a = 0. The poor approxima-
tion of SðaÞ for a ? 0 affects the accuracy of the late-time response, and in particular the steady-state response of the semi-
infinite layer.

Contrary to the high-asymptotic expansion of the modal impedance coefficient, the doubly asymptotic continued-fraction
expansion proposed in this paper is exact for a = 0. This is guaranteed by the choice of the coefficient Kð0ÞL according to Eq.
(59), as described in Section 3.2. Moreover, the doubly asymptotic boundary is designed such that it converges to the exact
impedance coefficient throughout the complete a-range, if the orders of expansion MH and ML are increased. Fig. 3(b) shows
that a very good agreement between the analytical and the approximate impedance coefficient is achieved already using
expansion orders as low as MH = 2 and ML = 2. For a < 1.0, small differences between the approximate and the exact curve
can be seen. The agreement between the analytical impedance coefficient and the doubly asymptotic expansion of degree
MH = ML = 5 is excellent.

The convergence of the proposed doubly asymptotic expansion with increasing degree MH and ML is further studied in
Fig. 4. Fig. 4(a) and (b) show the absolute error in real and imaginary part of the normalized impedance coefficient S, respec-
tively, obtained using continued-fraction solutions of increasing order MH and ML. The error is zero for a = 0 and for very high
values of a, as is expected for a doubly asymptotic approximation. The error in the intermediate range depends on MH and ML.
In general, the difference between exact and approximate impedance coefficient is smaller for higher values of MH and ML. As
observed in Fig. 3(a) and (b), the biggest error occurs in the range 0 < a < 1.0. However, the absolute error quickly decreases
as the order of expansion MH and ML increases.

The stability of the system of fractional differential equations (97) to represent one mode of the semi-infinite layer is ad-
dressed. Here, the term ‘stability’ refers to a physically consistent decaying behaviour of homogeneous solutions. Fractional
differential equations, like (97), however, are not characterized by simple exponential homogeneous solutions. A stability
criterion for fractional differential equations with a smallest common denominator equal to two is derived in Ref. [55]. As
for first-order differential equations, the solution of an associated eigenvalue problem is required in order to evaluate the
stability of fractional differential equations. In case of the semi-differential Eq. (97) this eigenvalue problem is of the form:
½K� þ m½C�ð Þfxg ¼ 0: ð129Þ
Unstable solution parts of fractional differential equations with a smallest common denominator equal to two correspond
to auxiliary eigenvalues mj with:
�p
4
< argðmjÞ <

p
4
: ð130Þ
For a detailed derivation of Eq. (130) the reader is referred to Ref. [55].
The matrices [K] and [C] in Eq. (129) result from the continued-fraction expansion of the normalized impedance coeffi-

cient S presented in Section 3. The corresponding eigenvalues mj have been calculated for various degrees of expansion MH

and ML. Selected results are given in Table 1. It can be seen that for MH = ML = 2, MH = ML = 5 and MH = ML = 20 all eigenvalues
mj are located on the left-hand side of the complex plane. The corresponding fractional differential equations are thus stable.
Analogous results have been obtained for other degrees of expansion. In practice, we have encountered no difficulties even
for very high degrees of expansion (MH = ML = 500). This indicates that the fractional differential equation resulting from the
doubly asymptotic expansion of the normalized impedance coefficient is stable, regardless of the degree of expansion.

The modal temperature response to a unit-step modal flux is computed using the proposed procedure. The normalized
impedance coefficient SðAÞ is expanded into a doubly asymptotic series of continued fractions as described in Section 3.
The degrees MH and ML of the two expansions for high and low values of A, respectively, are chosen as MH = M L = 2. The num-
ber of internal variables involved in the transformation of the fractional differential equation to a local description is L = 20.
The computed normalized modal temperature ~ujðxv ; tÞkj is compared to the analytical solution given in Eq. (28) in Fig. 5. The
agreement between analytical and numerical solution is excellent.

The error introduced by the localization of the system of fractional differential Eq. (97) is addressed. Fig. 6 shows the error
between the modal temperature response due to a unit-step modal flux computed using the proposed procedure and the
corresponding analytical solution (28) for different numbers of quadrature points L. The degree of continued-fraction expan-
sion is fixed, MH = ML = 2. Although the absolute error reported in the above example is generally small, big differences be-
tween the solutions obtained using L = 5, L = 10 or L = 20 quadrature points can be seen. In general, the maximum error



Table 1
Eigenvalues m of ([K] + m[C]){x} = 0 corresponding to doubly asymptotic continued-fraction expansion of modal impedance coefficient.

MH = 2, ML = 2 MH = 5, ML = 5 MH = 20, ML = 20

1,2 (�0.93301270, ±0.35984344) 1,2 (�0.98296291, ±0.18380400) 1,2 (�0.99854052, ±0.06509116)
3,4 (�0.50000000, ±0.86602540) 3,4 (�0.85355339, ±0.52100538) 3,4 (�0.98787943, ±0.14680957)
5,6 (�0.06698730, ±0.99775383) 5,6 (�0.62940952, ±0.77707378) 5,6 (�0.96454670, ±0.26867033)

7,8 (�0.37059048, ±0.92879637) 7,8 (�0.93413701, ±0.35433306)
9,10 (�0.01703709, ±0.99985486) 9,10 (�0.88983875, ±0.45702465)
11,12 (�0.14644661, ±0.98921858) 11,12 (�0.84085995, ±0.54114168)

13,14 (�0.78124273, ±0.62415867)
15,16 (�0.71712135, ±0.69700832)
17,18 (�0.64731745, ±0.76219397)
19,20 (�0.57453718, ±0.81848680)
21,22 (�0.49999660, ±0.86602541)
23,24 (�0.42547944, ±0.90496844)
25,26 (�0.35262234, ±0.93576567)
27,28 (�0.28305814, ±0.95910276)
29,30 (�0.21833997, ±0.97587277)
31,32 (�0.15991363, ±0.98713101)
33,34 (�0.10908426, ±0.99403251)
35,36 (�0.06698730, ±0.99775383)
37,38 (�0.00139810, ±0.99999902)
39,40 (�0.01253604, ±0.99992142)
41,42 (�0.03456313, ±0.99940252)
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occurs for early times �t. The total difference between exact and numerical solution diminishes with increasing time. The
numerical solution obtained using only L = 5 quadrature points oscillates around the exact solution. These oscillations are
less pronounced for higher values of L. The order of magnitude of the maximum error obtained using L = 20 quadrature
points is approximately 0.3% of the steady-state response. This is in agreement with the excellent result shown in Fig. 5.

The modal temperature response to a prescribed transient modal flux is also computed using the proposed procedure. The
time-dependence of the modal flux is shown in Fig. 7 – a rectangular pulse of amplitude Rj and duration k2

j D�t ¼ k2
j Dt j

lh2. The
resulting modal temperature ~ujðxv ; tÞ is plotted in Fig. 8. The normalized impedance coefficient SðAÞ is expanded into a dou-
bly asymptotic series of continued fractions as described in Section 3. The degrees MH and ML of the two expansions for high
and low values of A, respectively, are chosen as MH = ML = 2. The number of internal variables involved in the transformation
Fig. 7. Prescribed modal flux ~rjðxv ; tÞ.
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of the fractional differential equation to a local description is L = 20. An alternative solution is obtained by solving the prob-
lem in the Fourier domain as described in Section 2. The Fourier transformation of the prescribed modal flux ~rjðxv ; tÞ can be
evaluated in closed form. It is given in Eq. (131) and shown in Fig. 7 in a non-dimensional form:
Fig. 9
eRjðxv ;xÞ ¼
1

2p

Z þ1

�1
rjðxv ; tÞe�ixt dt ¼ Rj

2p
sinxh

x
� i

1� cos xh
x

� �� �
: ð131Þ
The modal temperature ~ujðxv ; tÞ is obtained applying the inverse Fourier transformation to eUjðxvÞ. Fig. 8 shows an extre-
mely good agreement between the time-dependent modal temperature ~ujðxv ; tÞ computed using the high-order boundary
and the reference solution.
7.2. Two-dimensional analysis

In a truly two-dimensional analysis, the temperature field u(x = xv,y,t) due to an arbitrary given flux q(x = xv,y,t) at x = xv is
obtained by modal superposition:
uðx ¼ xv ; y; tÞ ¼
X1
j¼1

~ujðxv ; tÞYjðyÞ: ð132Þ
The time-dependent modal temperature ~ujðxv ; tÞ is calculated directly in the time-domain using the time-stepping
scheme (127). For each mode j, the right hand-side vector {f}k+1 in Eq. (127) contains the corresponding value ~rjðxv ; kDtÞ
of the time-dependent modal flux ~rjðxv ; tÞ, which is obtained evaluating Eq. (21) at x = xv:
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f ðtÞf g ¼ ~rjðxv ; tÞ 0 � � � 0
 �T

; ð133Þ

~rjðxv ; tÞ ¼
2
j

Z h

0
qvðy; tÞYjðyÞdy: ð134Þ
A uniform unit-step prescribed flux, qv(y,t) = Qv, acting on the partially insulated layer is considered first (Fig. 9). An ana-
lytical solution for the resulting temperature distribution at x = xv is constructed superimposing the modal unit-step re-
sponse given in Eq. (28) of all modes kj:
Cu : u ¼ 0;
Cl : u;y ¼ 0

�
uðxv ; y; tÞ ¼

2Qvh
j

X1
j¼0

1
k2

j

erf kj

ffiffiffiffiffiffiffiffiffi
jt

lh2

s !
sin kj

y
h

� �
: ð135Þ
A comparison between the time-dependent temperature at the point (x = xv,y = h) computed using the presented ap-
proach with MH = ML = 2, L = 20 and the corresponding analytical solution is shown in Fig. 9. The results are presented in
a non-dimensional form and are valid for all material parameters j and l and arbitrary layer thickness h. Only the first
10 modes have been taken into account. The solution using 20 modes is almost indistinguishable from the curves displayed
in Fig. 9 and not shown here for clarity. As for the single mode, the agreement between the analytical solution and the pro-
posed approach is excellent. Fig. 9 confirms the high-accuracy of the proposed high-order open boundary for diffusion and
the suitability of the transformation of the system of fractional differential equations into a local formulation.

For illustration, diffusion in a semi-infinite layer which is insulated on both parallel surfaces is considered as a second
example. It is assumed that the system is subject to a prescribed flux which acts over a certain part of the vertical boundary
Cv only. A uniform distribution of flux over Dy as shown in Fig. 10 is considered. The flux is assumed to be zero over the rest
of the width of the layer. That is, the vertical surface Cv is insulated for Dy < y 6 h. The problem could be of practical interest
in environmental engineering, when modelling the diffusion of a pollutant of given concentration in a stream, for example.
The proposed model can be used to study the influence of the height Dy on the distribution of the unknown function u over h.

An analytical reference solution is available for a prescribed unit-step flux, qv(t) = Qv:
Cu : u;y ¼ 0;
Cl : u;y ¼ 0

�
uðxv ; y; tÞ ¼

2Qv

j
Dy
h

ffiffiffiffi
j
l

r ffiffiffiffi
t
p

r
þ
X1
j¼1

2Qvh

jk2
j

sin kj
Dy
h

� �
erf kj

ffiffiffiffiffiffiffiffiffi
j

lh2

s
t

 !
cos kj

y
h

� �
: ð136Þ
Note that the sum in Eq. (136) vanishes as Dy approaches the width of the layer h. If the fully insulated layer is subject to a
uniform flux over its full width, the task of finding the resulting function u reduces to a one-dimensional problem. The ana-
lytical solution reduces to the contribution of the first mode, k0 = 0 in this case. Note that the latter is not bounded, but grows
as a function of

ffiffi
t
p

with increasing time. If the given flux qv(t) is effective over a certain portion Dy of the width h, however,
more than one mode contribute to the solution. The smaller the ratio Dy

h , the more modes have to be taken into account to
accurately model diffusion in the fully insulated layer. This is illustrated in Fig. 11(a) and (b).

These figures show the numerically obtained temperature distribution over the width of the layer for different points in
time, using a dimensionless notation. It can be seen that the temperature distribution due to the uniform prescribed flux
initially follows a nearly rectangular distribution for 0 6 y 6Dy, whereas it is almost zero for y > Dy. As regions above Dy
heat up, the distribution gradually changes until a smooth limiting shape is reached. This is due to the fact that the modal

response for k – 0 is governed by the error-function, erf kj

ffiffiffiffiffiffiffiffiffi
j

lh2 t
q� �

, see Eqs. (28) and (136), and thus bounded by 1.0.

The performance of the proposed doubly asymptotic boundary for different degrees of expansion MH, ML, is studied in
Fig. 11(a) and (b). In Fig. 11(a) a situation where the uniform flux acts over half of the width of the layer is modelled. Here,
10 modes are sufficient to accurately model diffusion in the semi-infinite layer. The numerical solution based on a doubly
asymptotic expansion of degree MH = ML = 2 agrees extremely well with the corresponding analytical solution for
�t ¼ 0:01; �t ¼ 0:1 and �t ¼ 1:0. The degree of expansion can even be reduced to MH = ML = 1 at no significant loss of accuracy.

Fig. 11(b) shows the corresponding results for a situation where the uniform flux acts over one tenth of the width of the
layer. Here, 20 modes have been considered in order to accurately model diffusion in the semi-infinite layer. Again, excellent
agreement between the analytical solution given in Eq. (136) and the temperature distribution at �t ¼ 0:01; �t ¼ 0:1 and
Fig. 10. Fully insulated semi-infinite layer with constant depth h, partially subject to uniform flux.
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�t ¼ 1:0 obtained using the proposed approach with MH = ML = 2 or MH = ML = 1, L = 20 is obtained. This confirms the high-
accuracy of the method and its correct implementation.
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Fig. 12 shows the time-dependence of the computed dimensionless temperature at the top and bottom of the vertical
boundary Cv due to a prescribed uniform flux qv(t) acting over half of the width of the layer with:
qvðtÞ ¼
Qv for �t 6 5:0;
0 for �t > 5:0

�
: ð137Þ
The cooling of the layer after a certain period of heating is simulated. It can be seen that a constant distribution of the
temperature with respect to the coordinate y is reached shortly after the prescribed heat flux has been released, here approx-
imately �t ¼ 5:0.

To validate the numerical results obtained using the proposed high-order boundary, an extended finite-element mesh is
analysed in the time domain. A rectangular region of h � 10h to the right of the vertical boundary Cv is discretized with 4000
four-node elements with the size of 0.05h � 0.05h. The response of the bounded rectangular region in an extended mesh is
identical to that of the semi-infinite layer at early times, i.e. before a significant part of the region has been heated up, such
that a significant error is caused by the fact that the diffusive phenomenon cannot diffuse out. The temperature responses at
the surface and at the bottom of the layer obtained from the proposed doubly asymptotic boundary and from the extended
mesh method are compared in Fig. 12. Excellent agreement can be observed throughout �t < 20:0. After that, the extended
mesh solution approaches a constant value. The solution obtained using the proposed method decays to zero, which corre-
sponds to the correct physical behaviour. An alternative extended mesh solution, which is based on modelling a rectangular
region of h � 5h, is also shown in Fig. 12. In this case, the numerical results agree for �t < 7:0, only. This illustrates that the
proposed doubly asymptotic open boundary is particularly useful for prolonged diffusion problems, where the use of ex-
tended mesh methods becomes inefficient.

Although only step functions have been considered here, the proposed model can be used to simulate the time-dependent
distribution of the unknown function u(xv,y,t) due to arbitrary transient boundary conditions qv(t).
8. Conclusions

A novel approach to derive a doubly asymptotic high-order open boundary for diffusion in a homogeneous semi-infinite
layer has been developed. The proposed formulation is highly accurate throughout the complete Fourier domain. Compared
to singly-asymptotic formulations [27,26] a significant gain in accuracy is achieved without additional computational cost. In
the examples considered herein, excellent results were obtained using a doubly asymptotic expansion of degree MH = ML = 2
only. No stability problems occur for higher degrees of approximation.

The continued-fraction open boundary for diffusion in the Fourier domain corresponds to a system of fractional differen-
tial equations of order a = 0.5 in the time-domain. The computationally disadvantageous non-locality of the fractional oper-
ator is eliminated after this system of fractional differential equations is transformed into a local formulation by introducing
internal variables. These internal variables are eliminated after time discretization. Thus, the increase in numerical effort due
to the use of additional variables is negligible.

Although only diffusion in a semi-infinite layer has been addressed in this paper, the proposed technique is equally appli-
cable to other systems which can be treated by the method of separation of variables, such as the circular cavity or the spher-
ical cavity. More general homogeneous problems can thus be treated by introducing straight, circular or spherical
boundaries. Further work related to extending the proposed technique to more general geometries and inhomogeneous
problems is in progress. Half-space or full-space problems, where the artificial boundary has corners, can be modelled using
the scaled boundary finite element method. The doubly asymptotic solution of the matrix-valued scaled boundary finite-ele-
ment equation in impedance is the subject of current research.
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